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Reinterpretation of LHC Results for New Physics:

Status and Recommendations after Run 2

We report on the status of efforts to improve the reinterpretation of searches and mea-

surements at the LHC in terms of models for new physics, in the context of the LHC

Reinterpretation Forum. We detail current experimental offerings in direct searches for

new particles, measurements, technical implementations and Open Data, and provide a set

of recommendations for further improving the presentation of LHC results in order to better

enable reinterpretation in the future. We also provide a brief description of existing software

reinterpretation frameworks and recent global analyses of new physics that make use of the

current data.
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I. INTRODUCTION

The LHC experiments ATLAS, CMS, and LHCb each perform precise measurements of Standard

Model (SM) processes as well as direct searches for physics beyond the SM (BSM) in a vast variety

of channels. Despite the multitude of BSM scenarios tested this way by the experiments, this still

constitutes only a small subset of the possible theories and parameter combinations to which the

experiments are sensitive. In many cases, the subjects of official interpretations by the experimental

collaborations are so-called simplified models, designed to facilitate searches for a wide range of

possible signatures of new physics, but ultimately unable to capture the full phenomenology of the

ultra-violet complete models from which they may derive.

In order to determine the implications of LHC data for a broad range of theories, experimen-

tal analyses should be reinterpretable in terms of theories not considered in the original analysis

publication. This reinterpretation process, also known as “recasting”, makes it possible for the com-

munity as a whole to test a much larger variety of theories using the LHC than would be possible

purely within the experimental collaborations. This also makes it possible for phenomenologists

to give detailed feedback on the original analyses, and to better suggest promising new avenues

of experimental analysis. Reinterpretation is only possible with the provision of detailed analysis

information by the experiments: the more detailed this information, the broader and more accurate

the types of reinterpretation that are enabled. A number of major public reinterpretation software

packages have been developed to make use of this information.

While acknowledging that ensuring reinterpretability requires significant time involvement, the

experimental collaborations also benefit from this investment. Results of reinterpretation studies

aid the experiments in identifying target BSM scenarios for future searches. Reinterpretability of

a data analysis preserves its shelf life, and increases its scientific impact through derived works.

Preparation of the public data products required for reinterpretation also inevitably makes internal

reproduction easier for experimental collaborations (e.g., after a student responsible for an analysis

has moved to a different position or field). Finally, provision of such data further helps to meet

increasingly stringent funders’ requirements for openness and reproducibility of publicly-funded

research.

Following previous initiatives, notably within the Les Houches “Physics at TeV Colliders” work-

shop series, which resulted in a first set of recommendations in 2012 [1, 2], our community established

a dedicated “Forum on the (re-)interpretation of LHC results for BSM studies” in 2016 1 (hereafter

1 https://twiki.cern.ch/twiki/bin/view/LHCPhysics/InterpretingLHCresults

https://twiki.cern.ch/twiki/bin/view/LHCPhysics/InterpretingLHCresults
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referred to as the LHC Re-Interpretation Forum), with the purpose of deepening ongoing dialogue

and collaboration between experimentalists and theorists working to facilitate and perform BSM

reinterpretation studies. This document serves as a status report on that goal, and puts forth a set

of further recommendations for improving the presentation of LHC results for reinterpretation.2

The current report appears after the first five LHC Re-Interpretation Forum workshops at CERN,

Fermilab and Imperial College London between 2016 and 2019, at the point where the Run 2 legacy

results are being prepared. We begin in Section II by detailing the specific data products currently

available from the experiments for reinterpretation, and giving recommendations for their further

improvement. This section covers direct BSM searches, measurements, technical implementations

and Open Data. We then discuss in Section III different reinterpretation methods and the public

software frameworks that enable them. Section IV gives some examples of global phenomenological

analyses of BSM models enabled by the data currently available for reinterpretation. We conclude

in Section V with a short summary of the Forum’s current recommendations.

II. INFORMATION PROVIDED BY EXPERIMENTS

As the LHC programme has matured, the volume and variety of information provided for public

re-use by the experimental collaborations have increased markedly, reflecting dialogues with the

SM and BSM phenomenology communities. For usability, the availability of this information in

electronic format is crucial. The main distribution mechanisms for both measurement and search

data are the HEPData [5] database and the experiments’ own web pages. Moreover, important

initiatives are ongoing to provide open access to the full data set (after some time-lag) [6, 7] and to

respond in a semi-automated way to requests for re-analysis [8], to which we return in later sections.

The desire of the experimental collaborations to be conservative about making analysis data

public until the analysis is fully confirmed, by either paper submission or acceptance, is under-

standable. However, experience has shown that if figures are presented in public and if there is a

long timescale between a preliminary and a published result, they will be (imperfectly) digitised for

use in reinterpretations. Moreover, journals have shown no reluctance to publish phenomenological

studies that rely on data labelled “preliminary”. We suggest that it is better to make numerical data

available and for external users to be clear in turn that results based on preliminary data remain

preliminary themselves, until all inputs are confirmed. This could also help the collaborations get

2 In a similar spirit, recommendations for the presentation of results were elaborated by the LHC Dark Matter

Forum in [3] and the LHC Long-Lived Particles Community in Ref. [4].

https://www.hepdata.net/
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feedback from the community on improvements, which could be made between the preliminary and

published results.

An “early and often” strategy, combined with official encouragement and even formal requirement

for publication, makes it more likely that numerical data will be published: at present, the process

too often fails to complete in general purpose experiments. We note however that the LHCb

collaboration usually provides numerical results via collaboration public wiki pages within a few

days of the release of an analysis.

A. Direct BSM searches

The information provided by the search analyses typically falls into the following categories:

• Analysis description: detailed description of the analysis strategy, including the definition of

objects and kinematic variables used, signal selection criteria, etc. This is nowadays done

in a clear and explicit way in most publications. Open questions however remain e.g. for

analyses which use non-standard objects or employ machine learning (ML) techniques.

• Primary data: typically signal-region event counts and/or kinematic distributions. These are

available in papers and available electronically with an increasing frequency. With substantial

effort, they may also be (re)derivable from Open Data, when available (Section II C).

• Background estimates: provided in papers and frequently, but not universally, published

electronically for search signal regions (where they are essential to reinterpretation). Again,

may be rederivable from Open Data.

• Correlations: second-order correlation data as Simplified Likelihood [9] covariance or correla-

tion matrices are provided by CMS in some cases, typically via auxiliary data stores; ATLAS

does not usually provide explicit search-region correlation data, but has recently started to

publish full likelihoods from which they could be extracted (see below).

• Smearing functions and efficiencies: Generic trigger and reconstruction efficiencies and res-

olution performance data are found in a variety of detector performance papers, but often

long after the relevant analysis papers, or in public figures available on the collaboration

webpages; in both cases, they are not always in a digitised or executable form. Occasionally,

analysis-specific resolution data are provided, e.g. the ATLAS 13 TeV 139 fb−1 dilepton reso-

nance search [10] provided parametrisations of resolution function parameters as functions of
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mℓℓ. Many of the recent searches for long-lived particles (LLPs) also provide analysis-specific

efficiencies.

• Interpretation in the context of simplified models: either in the form of 95% confidence

level (CL) upper limits on the signal cross-section, or as (signal) efficiency maps. In a very

few cases, efficiency maps per signal regions are given in combination with correlations (see

above).

• Full likelihoods: recently ATLAS has begun providing full likelihoods [11] which report

L(θ|D), in which θ is the union of parameters of interest and possible nuisance parameters

and D denotes the observed data. Many other types of data such as background estimates,

correlations and primary data and simplified model estimates are encoded in the likelihood.

• Statistical method: information on the statistical procedure used to treat nuisance parameters

and to calculate exclusion limits. For a frequentist hypothesis test this includes the definition

of the test statistic and information on how the distribution of the test statistic is determined

(e.g. by simulating pseudo-experiments or by using the asymptotic limit as an approximation).

• Reproduction metadata: information such as cut-flow tables and model/Monte Carlo Event

Generator (MCEG) configuration files are often provided, but with large variations in content

and format even within single experimental working groups. Analysis pseudocode, providing

an encoding of analysis logic, has also begun to be provided by some analyses but there is

not yet any general policy.

We now visit each type of (auxiliary) data in turn, discussing the use of this information and

giving recommendations on how best it might be presented. We start with background estimates

and come back to open questions regarding analysis description at the end of this section. For

the sake of brevity, some purely technical discussions and recommendations are relegated to the

appendix.

1. Background estimates

Background estimates are universally provided in search papers, but have only more recently be-

gun to be reported to HEPData. They are not as timeless as the experimental data, as modelling will

undoubtedly improve, but construction of the complex and CPU-expensive Standard Model MCEG
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samples used as inputs to most such estimates is typically beyond the means of BSM reinterpreta-

tion groups. Additionally, the final estimates are usually at least to some extent data-driven, via

reweighting and profile fitting procedures unavailable outside the experiments. The experiments’

best estimates of background rates at analysis time are hence crucial for reinterpretation. We also

encourage decomposition of the background into separate major contributions, to enable (pre-fit)

future replacement of individual process types. This would be particularly powerful if coupled with

a full (perhaps simplified) likelihood publication.

Practically, as HEPData tables can have multiple “y-axes” (i.e. columns of measured dependent

variables), we suggest that background estimates are always reported using this feature. This

ensures that background estimates are unambiguously identified with their data counterparts, and

that the best estimate of the total background is always available. We propose that it be identified

with a standard column heading, e.g. “BKG_TOT”.

A special case are so-called “bump hunts”, where one searches for a sharp feature on top of a

smooth background. In this case a detailed modelling of the background is not necessary and in

fact often impossible. Instead, the background is fitted by a smooth function and the residuals are

used to test the signal hypothesis. This approach is typically highly suitable for reinterpretation,

provided that all necessary details on the fitting procedure are given. These include the definition

of the fitting function, the range over which the fit is performed and the statistical method used for

the fit. It is encouraged to also publish the best-fit values of the fitted parameters together with

their uncertainties; or, if this is not feasible (e.g. for sliding windows fits) the fitted value at each

point with its uncertainty.

In summary, we recommend that all experimental searches provide:

1. estimates of background rates in all signal regions, broken down into as many separate process

contributions as possible; and

2. where backgrounds are fitted, full details of the fits: functional forms, fit ranges, fit proce-

dures, best fits and uncertainties.

2. Correlations

Correlation data, particularly the Simplified Likelihood [9] information from CMS, has proven

excellent for stabilising and ensuring better statistical definition in global fits3 as well as avoiding

3 For example, the GAMBIT EWMSSM study [12] showed that the use of single best-expected signal regions was

numerically unstable as well as being statistically suboptimal. Furthermore, any approach forced to conservatively
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either overly conservative or over-enthusiastic interpretations. Currently, correlations are reported

as a mixture of error sources and dedicated correlation/covariance matrix tables. We recommend

standard publishing of covariance or error-source information between signal regions, in the following

order of preference:

1. via a decomposition into orthogonal error sources as part of the primary dataset of signal-

region yields,

2. as a separate covariance matrix, or

3. as a separate correlation matrix.

Similar considerations apply to correlations reported for measurements, cf. Section II B. Detailed

technical considerations and recommendations on the above are given in Appendix A.

If non-Gaussian effects are relevant, we encourage the publication of correlation data using

the (next-to-)simplified likelihood framework presented in Ref. [13]; this is a simple method to

encode asymmetry information into correlations via publication of only Nbins additional numbers

(as opposed to the more common Nbins ×Nbins second order correlation data).

3. Smearing functions and efficiencies

Smearing functions and efficiencies are reported in several forms. The CMS SUSY group have

maintained a page linking to (pT , η) 2D reconstruction efficiency tabulations since the 2017 Moriond

conferences [14] (these are partially specific to groups of analyses using certain reconstruction work-

ing points and kinematic phase-spaces), as well as official CMS steering files for Delphes [15]. Func-

tional parametrisations of analysis-specific kinematic smearings have also sometimes been published,

e.g. in the ATLAS 2019 139 fb−1 dilepton resonance search analysis [10]. There is not yet a stan-

dard digitised format for tabulated or parametrised numerical efficiency and resolution data, nor

do performance notes issue such data as standard.

As the ATLAS dilepton example [10] shows, functional parametrisations can be very complex,

and the format in which functional forms and coefficients is provided makes a major difference to

usability. Later iterations of the HEPData record of this analysis have replaced native HEPData

datasets of function coefficients with source code snippets, which is more directly useful for this

sort of data. Reformatting ROOT file efficiency tabulations, e.g. in (pT , |η|), into a directly usable

use single best-expected signal regions invalidates the interpretation of the profile log-likelihood-ratio via Wilks’

Theorem, necessitating the uptake of approximate methods.
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form can also require significant amounts of work, so having these data in a standard generic form

(e.g. CSV, YAML or JSON) greatly assists reuse. Providing such tabulations as native HEPData

datasets automatically enables such representations, and is strongly recommended. However, full

standardisation of data formats needs to consider not just the container format (e.g. “ROOT”,

“HEPData”, or “JSON”) but also the structure of paths and the type of data object used within the

container. Such representations are readily fit for translation either into smearing-based approaches

to detector parametrisation [16, 17] or as a reference for a Delphes-based approach [18, 19].

Long-lived particle (LLP) searches are a developing area [4] in which more information is needed

to capture the effects of non-standard physics-objects, such as displaced vertices or highly ionizing

tracks. Indeed, for LLP searches efficiencies may be functions of several new parameters, e.g. the

trigger efficiency may depend on the opening angle between two muons for a displaced dimuon

analysis or the transverse displacement Lxy of the dimuon vertex. In such cases, the respective

efficiencies should be provided in the form of n-dimensional maps as a function of the relevant

variables. Moreover, it can be very helpful to have broken-down individual efficiency information

(e.g. for the trigger, identification and reconstruction) rather than a single map where all of the

efficiencies are combined together.

To get around the problem of non-standard selections in LLP searches, the experimental analyses

currently provide simplified signal efficiencies on truth-level MC events for their signal benchmarks.

To do this, the selection efficiency must be unweighted assuming certain masses (and consequently

boosts) of intermediate LLPs, and is therefore potentially model-dependent. In analyses where

truth-based efficiency information is provided, it is possible to replicate the final event selection for

the benchmark model quite well [20]. However, it is not completely clear whether such unweighted

efficiency parametrisations can be used to accurately constrain models with event topologies that

differ from that of the corresponding benchmark. To mitigate wild overestimations of reach, it

was recommended in Ref. [4] that (1) efficiency be provided at “object-level” rather than event

level, (2) if this is not possible, every analysis should use (at least) two benchmarks with different

topologies and/or kinematics, and (3) the analysis should make public how well the simplified

efficiency parametrisation reproduces the published expected signal numbers.

For a detailed discussion and recommendations specific for LLP searches, we refer the reader

to Chapter 6 of [4]. To summarise the conclusion from [20, 21], per-object efficiency maps are

far more accurate and general purpose than parametrisations in high-level properties of benchmark

BSM models. Many recent analyses [22–24] have provided such maps in digital format, but schemes

for community-standard HEPData publication of high-dimensional efficiency maps still need to be
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explored.

Trigger and reconstruction efficiencies are crucial information, and we urge the collaborations

to make them available in digital form. This also concerns figures from performance notes, which

are not published on HEPData so far.

We recommend that each experimental analysis identifies a set of efficiencies and resolution

functions for its reinterpretation, and publishes them, if they are not already publicly available,

in the following forms, with a quantitative measure of how well the expected signal numbers are

reproduced with these:

• Resolutions: Delphes cards, functional parameterisations with relevant parameters (for simple

functions), or code snippets (for more complex functions).

• Efficiencies: tabulated efficiencies in the kinematic variables most relevant for the analysis

in question, in HEPData format (not ROOT format). Preferably broken down into as many

sub-efficiencies (trigger, ID, etc) as possible, and given at object rather than event level.

4. Full likelihoods

A necessary step for reinterpretation is the construction of a statistical model, or likelihood, to

compare the observed data to the target theory. In fact, many of the data products discussed here,

such as signal/background yields and correlations, are used by the various external reinterpretation

packages to construct likelihoods. Whilst extremely useful, the likelihoods constructed from these

products are however always only an approximation to the true underlying experimental likelihood.

The reinterpretation workflow can be greatly facilitated and rendered much more precise if the

original likelihood of the analysis is published in full. We strongly encourage the movement towards

the publication of full experimental likelihoods wherever possible.

LHCb has already for some time published analysis-specific full likelihood functions (e.g. [25]),

many of which are now captured and publicly disseminated within the HEPLike package [26].

ATLAS has recently started to do this using a JSON serialisation of the likelihood [11], which

provides background estimates, changes under systematic variations, and observed data counts at

the same fidelity as used in the experiment. The pyhf JSON format describes the HistFactory family

of statistical models [27], which is used by the majority of ATLAS searches. The pyhf package [28]

is then used to construct statistical models, and perform statistical inference, within a Python

environment. So far this is available for two analyses, the ATLAS 2019 sbottom multi-bottom

https://github.com/mchrzasz/HEPLike
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search [29] and the search for direct stau production [30], both for full Run 2 luminosity. The

provision of this full likelihood information is much appreciated and we hope that it will become a

standard, as it greatly improves the quality of any reinterpretation.

An alternative method for publishing (almost) full likelihoods is to publish a machine-learning

proxy for the likelihood function, trained by the experimental collaborations on the true likelihood

function itself. Compared to full likelihood release, this approach has the obvious drawback that

it requires a careful selection of proxy and training data to ensure that all relevant parts of the

likelihood function, across the entire range of input parameters (whether kinematic variables or

BSM theory parameters), are represented by the proxy function to sufficient accuracy. It however

has the advantage of not requiring the release of as much proprietary experimental data. Such an

approach has been proposed in Ref. [31], using a parameterisation that can encode complicated

likelihoods with minimal loss of accuracy, in a lightweight, standard, and framework-independent

format (e.g. ONNX) suitable for a wide range of reinterpretation applications. Applications to real

data analyses are under discussion within the CMS collaboration.

5. Simplified model results

Interpretations in the context of simplified models have been pursued for many years by both

ATLAS and CMS, in particular for SUSY and dark matter (DM) searches, and more recently for

an increasing variety of LLP searches. Usually, limits are given in 2D planes of the simplified model

parameters – often, but not exclusively, mother and daughter sparticle masses for SUSY searches,

DM and mediator masses for DM searches, or LLP mass and lifetime in some LLP searches. Limits

from resonance searches, commonly presented as bounds on the production cross-section times

branching ratio as a function of the resonance mass for different assumptions on the width and the

spin of the resonance, also fall into this class. This also includes limits from searches for BSM Higgs

bosons.

We recall here, that 95% CL exclusion lines in 2D parameter planes are not useful for reinter-

pretation. More useful are 95% CL upper limits on production cross-sections or cross-section times

branching ratio (σ × BR), simply referred to as “upper limits” in the following. Some searches

also provide signal acceptances and efficiencies (or the product thereof) in the same 2D planes.

Such “efficiency maps” are particularly useful for reinterpretation, as they allow the combination of

contributions from several simplified models [32, 33].

In a few rare cases (e.g. the CMS stop search [34]) the efficiency maps for a set of simplified
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models and for all signal regions are given in addition to a correlation matrix (see above). This

information allows for the reconstruction of an approximate likelihood for the given simplified

models and a more precise calculation of the analysis sensitivity for new models. Both upper

limits and efficiencies (including correlation matrices) have been successfully used to reinterpret

the experimental results, as has been demonstrated by the SModelS [33, 35, 36] program and its

applications. It would be beneficial if simplified model efficiency maps were systematically provided

for all signal regions, together with a (simplified or full) likelihood model for combining them.4

We also note some problematic issues in the reporting of simplified model limits. For in-

stance, there are many searches which present results for particular combinations of final states

(e.g. summed over lepton flavour, or assuming mixed decays with fixed BRs) or topologies

(e.g. gluino pair production combined with gluino-squark associated production). In these cases,

upper limits tend to be more model dependent, since the relative contribution of each topology

or final state is fixed and cannot be varied for reinterpretation. Another issue arises if upper

limits are given in terms of signal strengths instead of absolute cross-sections, as is often done

in DM searches: this introduces a systematic uncertainty for reinterpretation unless the theory

expectation used for normalisation is also given, with the same binning as for the signal strengths.

Differences that result from kinematic distributions, and thus cut acceptances, and not just from

the total signal cross-section, remain somewhat hidden in this case. An example of good practice

is [37], which published maps of reference cross-sections as auxiliary material. Alternatively, signal

cross-sections agreed upon, e.g. by working groups such as the LHC DMWG, could be put in a

common, versioned, citable online repository (e.g. on Zenodo) and referenced by all.

In order to enable a systematic and powerful reuse of simplified model results, we hence give the

following recommendations:

1. Simplified model topologies should aim to be as unbiased as possible by an underlying UV

model, even when a specific model is used to generate the signal samples. In particular,

individual results should be provided for each topology and final state. As an example,

consider pair production of gluinos, each of which can decay to bb̄ or tt̄ plus the lightest

neutralino. In this case we propose that efficiency maps be provided for the 4b, 4t, and

2t2b+ Emiss
T final states separately rather than their mixture resulting from fixed branching

ratios. We stress that only with this information can one apply the experimental results to

arbitrary models.

4 If this is not feasible because of the sheer number of signal regions, as is the case for some SUSY searches,

appropriately aggregated (super-)signal regions have proven useful.

https://zenodo.org/
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2. For a higher-dimensional parameter space (three or more mass parameters), occurring e.g. in

cascade decays with more than one step, a full exploration of the parameter space is sometimes

not feasible and, hence, fixed mass relations for intermediate particles in cascades are used.

We suggest here to provide at least three values for each of the respective mass relations,

in order to assess the dependence of the analysis’ sensitivity on these parameters. In the

case of LLP searches, it is also important to present results for distinct LLP lifetime values,

since they strongly affect the signal efficiency. Generally, for the auxiliary material it would

be preferable if efficiencies were released in a format that goes beyond the two-dimensional

parameterisation suitable for paper figures whenever necessary – we suggest multidimensional

data tables instead of a proliferation of two-dimensional projections of the parameter space.

3. We recommend that efficiency maps be provided for all signal regions (or appropriately

aggregated signal regions). This is relevant because the sensitivity of specific regions may

change for different signal models. In addition, appropriate (simplified or full) likelihood

information should be given to allow for the combination of signal regions, cf. the dedicated

discussions in Sections II A 2 and II A 4.

4. For upper limits, it is useful to report both the observed and the expected limits as functions

of the simplified model parameters, as this allows for selecting the most sensitive result and/or

for computing an approximate likelihood as a truncated Gaussian [38]. If results are given

in terms of signal strength (i.e. normalised to a theory expectation) instead of absolute total

cross-section, the reference cross-sections should be provided in addition.

5. The presentation of results for various simplified models can significantly enhance the

(re)applicability of the search. Since distinct topologies and final states can drastically

change signal efficiencies, it is desirable to derive results for multiple simplified models for a

given search.

6. Reference signal cross-sections used to normalise upper limits such as in DM searches or to

obtain the exclusion curves should be provided as auxiliary material on a versioned, citable

online repository.

It is clear that the above recommendations cannot be fully applied to all possible experimental

searches. In particular, more sophisticated analyses beyond simple cut-and-count cannot always

provide results in the form of efficiency maps. Furthermore, some of the simplified models consid-

ered do not allow for the factorisation of topologies, due to relevant interference effects between
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apparently empirically distinct topologies, as occurs in some mono-X searches. Providing efficiency

maps or upper limits for multiple simplified models as recommended above might be impractical in

some cases. Nonetheless, providing results for at least two sufficiently distinct simplified models is

still necessary so the dependence on the accessible kinematic phase space is apparent. This is partic-

ularly relevant for LLP searches, where e.g. the LLP displacement or anomalous ionisation/timing

can be strongly dependent on the kinematics of the process and, hence, on the topology consid-

ered [39]. The above recommendations are not only important for the wider reuse of the respective

simplified model results, but also provide decisive information for the validation of any analysis

recasts.

Good practice of the provision of simplified model results in digital form in synchronicity with the

release of an analysis was upheld by the CMS SUSY group searches during Run 1. The community

would like to encourage continued systematic provision of this sort, as well as the continual efforts

made by ATLAS to increase the amount of results provided on HEPData.

6. Statistical method

Although a given data set can of course be interpreted using many different statistical methods,

it is desirable to be able to implement the same statistical procedure used in the analysis for the

purpose of validation. All information necessary for this purpose should be provided, in particular

regarding the treatment of nuisance parameters as well as the interpretation of signal regions with

small numbers of events. For example, we note that there are several different definitions of the test

statistic used to calculate CLs values [40]. Whenever exclusion limits are constructed by simulating

pseudo-experiments, it would be useful to quantify how the expected limit would differ in the

asymptotic limit. Whenever a Bayesian analysis is performed, prior distributions employed for all

parameters entering the analysis should be fully specified.

7. Further metadata

Prime examples of this catch-all final category are input (SLHA) files and cut-flow tables for

benchmark theory points. Together, these allow a detailed validation of any reinterpretation code,

by confirming that it accurately reproduces the main features of the experimental analysis. Indeed,

since the code repositories of ATLAS and CMS have been made public, this information or some

approximation to it can sometimes be located, but direct linking to it from analysis records and
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making the presentation more uniform and systematic would greatly assist reinterpretation work.

a. Model data and event generator: model data are sometimes available, but not always and

often in a very minimal form. More completeness of this information would greatly assist re-use.

Concretely, we ask that

– model input files, a.k.a. SLHA files, used for the signal generation be provided (not only

for SUSY but for all new physics searches) if not available already in a common, properly

referenced repository;

– if an SLHA file is to be used as a template for a parameter grid, it helps to provide some

annotations in the file and/or a brief usage description in a readme file;

– all the benchmark scenarios used in the paper are covered by the supplied model files; and

– that MC-steering information be provided in addition to the SLHA file(s); this includes the

generator version number, generator run cards and, importantly, the relevant model imple-

mentation (e.g. the UFO files).

b. MC samples: As the matrix-element and parton-shower MC codes are public and not

written by the experiments, and in this document we have already advocated publication of full

generator run cards, the obvious next step is direct sharing of truth-level MC samples generated

from these components. Indeed, this approach was taken earlier in the LHC programme for parton-

level “LHE” MC event samples, for instance in the context of the Run 1 CMS analyses, but has

fallen out of favour. Unlike real data or reconstruction-level MC specific to each experiment, MC

truth samples reflect more an investment of CPU time and debugging effort than key experimental

innovations. Hence, without undervaluing the effort committed to such sample generation, their

impact would in fact be larger if shared between the experiments and the phenomenology commu-

nity, the exactly equivalent samples more easily enabling direct comparisons and benchmarkings

of analyses and interpretations. Such sharing would also minimise duplications of very substantial

CPU expenditure for large samples of precision-calculated SM background processes, as we enter

an era of collider physics in which MC computing budgets can be a limiting factor for many analyses.

c. Cut-flows: The presentation of cut-flows, i.e. numbers or fractions of events surviving se-

quential event-selection cuts, would benefit from standardisation. Frequent issues include cut order-

ings not matching the text (e.g. mixing up pre-selection and specific signal-region cuts), and several
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different normalisation schemes including fixed numbers of input events, fixed cross-sections, and

cut-flows expressed as chains of one-step efficiencies. We suggest that the information be presented

primarily as a cumulative percentage or fraction of events passing, with a sufficiently high preci-

sion. If full MC run information is provided, the normalisation to the MC cross-section could be

useful additional information, but as this just constitutes a single scale-factor the same effect can

be achieved more compactly by presentation of expected yields for all signal regions. Indeed this

usually provides extra information, as cut-flows are often reported only for the cuts common to

all signal regions. Cut-flows are useful before the analysis is final, and should be relatively un-

controversial, being only MC information. We note that both the ATLAS and CMS full Run 2

zero-lepton SUSY searches [41, 42] have indeed provided cut-flows early on; the CMS cut-flow [42]

and its 36 fb−1 iteration [43] are particularly apt templates for good practice.

8. Pseudocode, code snippets

There is another way to ensure the correct operation of analysis-recasting programs: for the

experiments to publish their own, validated versions. This is now regularly attempted by ATLAS

SUSY analyses as additional resources in HEPData submissions, effectively in pseudocode from the

perspective of external recasters [24, 29, 30, 44–47]. This is a highly welcome development, that

has proven extremely helpful in some cases, and we greatly encourage that it be pursued further.

Nonetheless there are some limitations due to the non-executability of the provided example code:

we encourage experiments to publish both executable analysis logic and, if not already public, the

framework in which they are to be run.

Analysis logic has become semi-regularly published for measurement analyses, dominantly as

analysis codes to be used in the Rivet framework [48, 49]: we welcome this development but note

that coverage is nonetheless patchy [50], including in areas such as top-quark and Higgs physics

where significant BSM sensitivity may be obtained through global fits. We hence recommend

that experimental collaborations make provision of measurement Rivet routines a required step in

publication, for relevant analyses.

For searches, pseudocode implementations are a welcome step, but they are still relatively rare

and cannot be compiled and therefore tested directly. Significant errors have also been discovered

in the logic of a number of these implementations during recasting exercises, reflecting the fact

that these codes were not used directly in the analysis: had they been, the issue would have been

immediately obvious. Workflows that allow real code from the data analysis to be usefully made
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public are the ideal form to guarantee accuracy: indeed, ATLAS’ SimpleAnalysis internal framework

is often the real, executable context for provided code snippets. But it is also important that the

analysis code framework itself be public, as (for usability by experimental analysers) complex oper-

ations like lepton isolation or overlap removal between physics-objects are encapsulated in opaque

functions (e.g. SimpleAnalysis’ overlapRemoval()), whose signature alone does not help recasters

with implementing equivalent logic. As offline experimental code is already public, publishing ex-

periment analysis framework code should not introduce any experimental data-security issues. We

hence encourage experiments to publish more executable analysis logic, and the minimal analysis

framework that they run in.

Another way of describing the analysis logic is to use an analysis description language [51, 52],

a domain specific, declarative language designed to express the physics contents of an analysis in

a standard and unambiguous way. In this approach, description of the analysis components is

decoupled from analysis frameworks, but the analysis can be run by any framework capable of

interpreting the language, which makes the approach commonly usable by experimentalists and

phenomenologists. Considerable progress has been made in developing analysis description lan-

guages and interpreter frameworks [20, 53, 54]. We also note nascent efforts [52] to develop a single

community framework for BSM collider analysis recasting.

Pseudocode (or declarative-language descriptions) however cannot be easily provided in the ever-

growing number of cases where ML methods are used in searches. These require the computation

of the specific distributions of many, sometimes hundreds, of high- and low-level analysis quantities.

This is an open problem, discussed to some extent in section II A 10. Generally, we note that these

new techniques pose new challenges for reinterpretation, and community-wide dialogue is needed

to address them effectively.

9. Direct analysis code preservation

A complement to the discussion so far, which has concerned provision of information needed to

make approximate reproductions of fully detailed experimental analyses, is the concept of fully pre-

serving an analysis’ computational toolchain such that an exact repetition is possible. Particularly

notable in this domain is the Reana/Recast [55] system, which uses Docker containers and workflow

description languages to encapsulate both the orchestration of data flow and processing tools, and

the original experiment software platform on which the analysis was performed. New Run 2 BSM

search analyses in ATLAS are now required to implement Recast preservation, a procedural measure



22

key to achieving comprehensive analysis coverage.

This development is a major step forward for full reproducibility of LHC analyses, but with the

accompanying CPU cost of full-detail experimental data processing. The evolution of computing

power and the efforts of experimental collaborations to provide fast simulations that produce the

required input for the preserved analysis will ameliorate this cost. While the prospective users of full

analysis preservation are for now the LHC experiments themselves, use of full-detail preservation

on models targeted by lightweight reinterpretation fits may become feasible for phenomenologists

in the future. We hence recommend the public availability of analysis Recast images, perhaps after

an embargo period (cf. Open Data), and a combined preservation strategy mixing lightweight and

full-detail frameworks. In the meanwhile, it might be interesting to tag analyses, for which Recast

images exist in HEPData so that interested phenomenologists could know and eventually propose

reinterpretations to be run.

10. Open questions

There also exist some unresolved issues. One is the reinterpretation of prompt searches in the

presence of both prompt and displaced objects. First, it is often unclear how jets or leptons from

decays of LLPs are seen in ordinary prompt searches, especially when they accompany prompt

objects. Are they ordinary jets/leptons? Are they just calorimeter deposits contributing to missing

energy calculation? Are they simply removed as part of cleaning? Providing a lifetime window

where objects can be considered prompt will partly help to answer this question by allowing one

to determine the fraction of events from LLP decays with entirely prompt signatures. However,

we also lack information about how events that satisfy all prompt criteria but contain additional

displaced objects, are to be treated. As such, we do not have an agreed-upon, tested mechanism for

reinterpreting the reach of prompt searches for models that predict events with both prompt and

displaced objects. A study of the overlap of long-lived and prompt searches has been performed

by ATLAS [56, 57]. This study shows that jet-based searches include “cleaning cuts” that would

drastically remove products from LLPs while leaving products of prompt decays unaffected. It is

as yet completely unknown how such cleaning cuts could be modeled and whether a simple factor

proportional to the lifetime would be sufficient.

Another completely open question is, as already mentioned, the reinterpretation of analyses

which employ ML techniques for the signal/background separation. Such analyses currently cannot

be reproduced at all outside the experimental collaboration. Generally speaking, a ML algorithm
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learns to predict an output variable y (or a set of output variables ~y) given a set of input variables ~x

via building an estimator of the mapping function f̂(x) = y. In principle the resulting model, that

is the weights defining f̂(x) = y, can be stored together with appropriate meta data (describing the

inputs and outputs of the model, as well as other relevant information like e.g. the boundaries of the

training region), thus allowing external users to reuse this model for their own input. Depending

on which library was used to create the trained model, different formats may be suitable. For

scikit-learn, for example, one may serialise the entire model object with the pickle package in

Python. Another option, in particular for neural networks, would be to store the model in an ONNX

file [31]. The publication of trained ML models for HEP phenomenology is discussed in detail in

the contribution by S. Caron et al. in Ref. [52]. In the context of LHC experimental analyses,

one of the difficulties is the number and type of input variables and nuisance parameters—for reuse

outside the collaboration, in many cases a simplified ML model would need to be constructed, based

on only the most relevant input variables, provided they can be generated in a simulation. Other

questions concern the mapping between reconstruction and truth levels, technical robustness, etc.

The challenges are certainly manifold, but we strongly encourage pioneering feasibility studies.

B. Measurements

By “measurements”, we primarily mean cross-section measurements and flavour physics observ-

ables. These are defined in terms of the final state and can have a high degree of model independence.

Measurements of SM parameters (for example the W boson or top masses) are made in the context

of the SM and are most easily interpretable as consistency checks within that context. We do not

discuss them further here. Other types of measurements, relevant in particular for the Higgs sec-

tor, e.g. pseudo-observables, signal strengths, and simplified template cross-sections, are discussed

in detail in Refs. [58, 59]. They typically carry additional model dependence due to assumptions

about production processes and kinematic templates, but can be very powerful in some contexts.

We return to them briefly in subsection II B 7. Measurements from Open Data are discussed in

Section II C.

Cross-section measurements have a history of use in tuning non-perturbative parameters of

MCEGs, validating the implementation of the SM in MCEGs, and as input to parton density func-

tion (PDF) fits. The information provided typically enables and reflects these use cases. However,

measurements are also increasingly used to extract SM parameters and to constrain BSM physics,

either in effective field theory (EFT) frameworks [60, 61] or more recently by direct comparison
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to BSM final states [62]. Flavour physics observables require treatment less often compared to

cross-section measurements due to low background and high resolution for fully reconstructed final

states. Exceptions to this rule are discussed below. Measurement analyses typically provide the

following information:

• Primary data: typically binned, unfolded observable values. As with searches, this is available

in the published papers, and increasingly available electronically;

• Background estimates: usually not provided and not needed, but see below;

• Correlations: increasingly provided as standard in measurements;

• Likelihood: in some cases where the likelihood is not Gaussian (parabolic), the full likelihood

(log-likelihood) of a measurement is provided;

• Reproduction metadata: the precise definition of a “final state particle” and of the fiducial

kinematic region of the cross-section is essential and is usually provided;

• Theoretical predictions: measurements can be compared to precision SM calculations, as is

usually done in experimental papers. However, such predictions are only rarely provided in

digital form.

As with the previous section, we now discuss each of these items in turn, with suggestions for

facilitating reinterpretation and for securing the long-term use and legacy of the measurements.

1. Primary data

Differential fiducial cross-sections are usually presented after unfolding to the final-state particle

level. Additional theory correction factors (for effects such as electroweak final-state radiation,

or hadronisation) are sometimes also provided to ease comparison to different levels of theory

prediction.

For flavour physics observables, unfolding is not usually necessary unless the final states involve

neutrinos. Such semi-leptonic decay measurements are often differential, and a response matrix

is provided. A good example of this is Ref. [63] which was reinterpreted in Ref. [64]. Given the

statistical ambiguities associated with unfolding, there is also a drive towards providing the raw

distributions with the response matrix that is used to fold the probability density function such
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as in Ref. [65], rather than to present unfolded data. In all analyses it is recommended to at

least internally determine the results with both folded and unfolded approaches to check systematic

uncertainties.

For distributions sensitive to BSM contributions in high-energy tails, information about the

highest data point should be publicly released as auxiliary information alongside any measurement,

as this provides a key input to unitarisation procedures in reinterpretation. We also recommend that

any unitarity constraints on models tested be made explicit and that any BSM fits be conducted

both with and without them to test the applicability of any derived limits.

We recommend that tests of the measurement procedure be conducted within experimental

collaborations for a range of BSM/SM injected hypotheses, and for publications to present any im-

plicit assumptions or limitations on the validity of published data. Such biases can potentially arise

particularly through treatment of background subtraction/modelling (where background rates are

affected by the same BSM physics as the signal of primary interest), and in correction for detector

response. Such effects can be mitigated but require careful study.

2. Background estimates

Generally backgrounds are subtracted before or during the unfolding procedure, and the un-

certainties are included in the measurement uncertainties. For instrumental backgrounds, this is

a consistent and functional approach and no further work is needed for reinterpretation. For irre-

ducible backgrounds, i.e. processes other than those explicitly targeted by the measurement that

nevertheless contribute to the fiducial phase space, this may build in an assumption that the SM

is correct, making reinterpretation potentially problematic. From a reinterpretation point of view,

defining the cross-section solely in terms of the final state is highly desirable; that is, performing

no subtraction of irreducible backgrounds. Because this complicates SM interpretation, such sub-

traction may be done at particle level (see for example Ref. [66]) and indeed can then be redone

independently, should the background predictions be improved at a later stage. We also recommend

that experimental collaborations release the SM predictions associated with each measurement (with

uncertainties).

Lepton universality measurements of the type b → cℓν [67–69] suffer from large backgrounds,

rendering subtraction unfeasible. In addition, the signal determination is performed using kine-

matic variables whose distributions are sensitive to BSM physics. This significantly complicates



26

the interpretation of such measurements, where currently SM decay kinematics are assumed. This

inconsistency can be resolved by the HAMMER tool [70], which can be used to efficiently and

consistently vary the kinematic distributions in order to provide measurements of the underlying

Wilson coefficients. Such measurements could thus be used in a more general context than the

lepton universality ratios currently provided.

3. Correlations

A breakdown of systematic uncertainties into several correlated components is increasingly made

available in HEPData, and is already used in SM applications such as PDF fitting and global fits to

flavour observables. To maximise the use of measurements for interpretations, we recommend that

in addition to publication of measurements and uncertainties in HEPData, statistical covariance

matrices and signed systematic shifts by uncertainty source are released in a systematic manner.

Such information is also crucial to enabling combination of observables and datasets in global fits.

LHCb has been a pioneer in providing correlation matrices (e.g. [25]). More standardisation,

as already discussed with regard to searches, would improve efficiency and reduce the chance of

error. For technical considerations and recommendations regarding correlations we refer again to

Appendix A.

4. Likelihoods

Interpretation of measurements that have non-Gaussian uncertainties requires information about

asymmetries, for example, at least the diagonal skew matrix (see Ref. [13]). This is normally the

case when the measurement is based on either a small dataset or is close to physical boundaries.

This is particularly important when probing the large statistical significances which are far away

from the central value of the measurements. For example, the LHCb collaboration published the

full likelihood of the RK∗ measurement Ref. [71] because of the small data set it was based upon.

This approach is viable for both searches and measurements. However, the large complexity

of an experimental analysis, where O(100 − 1000) nuisance parameters are employed to describe

the dependence of measurements on a wide variety of theoretical and experimental systematic

uncertainties often render the full experimental likelihood unsuitable for phenomenological rein-
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terpretation. A simplified approach based on the JSON format [11] has been proposed and might

offer a way where only the most relevant theoretical (and, if necessary, experimental) system-

atic uncertainties are retained separately, and all other uncertainties are combined. We would like

to encourage the phenomenological and experimental community to engage in tests of this approach.

5. Desirable reproduction metadata

In order to reproduce a measurement, our main requirement is the precise definition of a “final

state particle” and of the fiducial kinematic region of the cross-section measurement. This is usually

provided in the paper, sometimes supplemented by a Rivet [48, 49] implementation. We recommend

that providing a Rivet routine becomes the standard for every applicable published measurement.

For reproduction of MCEG curves in the paper, generator versions and key parameters are usually

also given; providing them in addition in terms of runnable configuration files would again improve

efficiency and reduce errors.

6. Theoretical predictions

These are either provided directly by theorists, or more usually produced by the experiments run-

ning open-source codes provided by (and with the guidance of) theorists. For cross-sections, given

a particle-level cross-section definition, they can in principle be regenerated by anyone. However,

this typically requires significant expertise and processing time. Some analyses do now provide the

theory predictions using the HEPData multiple-axis capability, and expanding this provision such

that the SM predictions are readily available would greatly aid BSM reinterpretation.

In the case of EFT limits it is recommended that a “clipping scan” is performed in which BSM

signal contributions are set to zero for
√
ŝ > Ec, where Ec is a cutoff scale [72] that is a free

parameter. This enables assessment of the dependence of limits on unitarity bounds of the model,

and the results of these studies should be published and any and all modifications made to original

BSM models to account for unitarity constraints should be publicly documented to allow for proper

reinterpretation.

In many rare decay measurements, the theoretical uncertainties are of comparable size or larger

than the combined experimental uncertainties. Constraining these uncertainties by fitting theo-
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retical models to the raw data has been proposed [73–75]. However, even with full correlations

of theoretical nuisance parameters, this anchors any (re-)interpretation to a particular theoretical

model. Changing the theoretical parametrisation requires a refit to the raw data which is often not

provided (as it can be seen to be too sensitive to release). The solution to this issue will require

close collaboration between the theoretical and experimental communities.

7. Higgs signal strengths and STXS

Simplified Template Cross-Sections [59] (STXSs) provide a staged approach to measure cross-

sections of Higgs boson production categorised by production mode and by bins of particle level

kinematics. The separation by production mode sets it apart from fiducial differential cross-sections,

however it introduces model dependence. The staged approach allows to adapt the level of kinematic

complexity and of separation between production modes to the experimental sensitivity, which

increases with growing luminosity and differs for the production modes. The STXS framework is

suitable for easy phenomenological interpretation because the observables are defined at the MC

particle level and can be interpreted for separate production modes without detector simulation.

It has proven highly useful in particular in the EFT context, where higher-dimensional operators

may affect the kinematics of Higgs-boson production.

The model dependence arises due to the underlying MC simulation (which assumes a SM-like

Higgs boson) that is employed in the transition from the experimental measurements to the par-

ticle level interpretation separated by production mode. Given the widespread use of the STXS

framework, we propose a model-independent addition based on the experimental reconstructed

event categories in the STXS framework: Publishing full visible cross-sections or signal strength

multiplier results in these experimental categories, together with all relevant uncertainties, rela-

tive channel efficiencies and reference results, as outlined below, would help alleviate the model

dependence.

In addition, the signal strength framework remains of high interest because of its power and ease

of use in constraining new physics which has the same tensor structure as the SM: a multitude of

theory papers and two widely-used public codes, HiggsSignals [76] and Lilith [77, 78], are based on

Higgs signal strength results. We therefore encourage the experimental collaborations to continue

to provide detailed Higgs signal strength multiplier results (“µ values”) in addition to STXS and

differential fiducial cross-sections. For optimal usefulness, we would appreciate:

https://higgsbounds.hepforge.org/
https://github.com/sabinekraml/Lilith-2
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– best-fit µ values and uncertainties for the experimental reconstructed event categories and

for the pure, i.e. unfolded, Higgs production × decay modes (allowing for negative µ values

in order to have an unbiased estimator);

– channel-by-channel correlation or covariance matrices, separately for experimental and theo-

retical uncertainties, as well as for the total (i.e. combined) uncertainties. This result should

be provided for both the reconstructed event categories and the unfolded production modes;

– reference values (normalisation) of the corresponding SM predictions, or a clear reference

where these values can be found, in the same binning as the experimental results;

– signal efficiencies per signal channel assuming SM Higgs kinematics; moreover, when results

are given for a combination of production and/or decay modes, their relative contributions

wherever possible.

Generally, signal strength measurements for a fixed (best-fit) Higgs mass are preferable over mea-

surements where the Higgs mass is profiled. If a strong dependence of the signal strength result

on the mass is observed, a two dimensional presentation of the main results could be provided in

addition. Example fits of reduced couplings are highly useful for cross-checks and validation. We

also note that it is crucial for a robust usage of the experimental results, that the numbers quoted

in tables and on figures be precise enough to accurately reproduce the official coupling fits (cf. the

discussion in Section 5.1 of Ref. [78]).

8. Summary of key recommendations

To summarise, our recommendations can be divided in two main topics. First, we advise that

flavour-physics measurements:

1. Should be determined with both unfolded and folded data.

2. Sensitivity to underlying kinematics should be evaluated and published.

Second, regarding differential cross-section measurements, we recommend that:

1. Information about the highest data point in the tails of distributions should be made available.

2. Any implicit limitations on the validity of unfolded fiducial cross-section definitions should

be assessed and made explicit, and where possible they should be tested by BSM signal

injection.
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3. Fiducial cross-sections should be defined solely in terms of final-state particles, without sub-

traction of irreducible backgrounds.

4. Uncertainty correlations, including statistical correlations, should be made available and

broken down by source.

5. The SM predictions should be made available in HEPData along with the measurement.

6. A Rivet routine should be provided.

7. Visible cross-sections for STXS categories should be published.

For recommendations specific to Higgs signal strengths, see the items in II B 7.

C. Open Data

The term “Open Data” refers to both the actual collision datasets recorded with the LHC

experiments as well as the corresponding simulated datasets. Only with both ingredients available

can physics analysis results be fully reproduced. Furthermore, this also enables the possibility of

producing new results. The main requirements for providing user-friendly open data is a large

amount of disk space and the person-power needed to make the data technically available in a user

friendly way. These requirements pose a significant challenge for some experiments.

Open Data are made available via the CERN Open Data Portal [6]. By far the largest set of

Open Data, amounting to more than 2 Petabytes, is provided by the CMS Collaboration. Based on

the collaboration’s data preservation, re-use, and open access policy [7], 50% of the collision data are

published a few years after data taking, and up to 100% within ten years. The LHCb Collaboration

has made available a set D → Kπ candidates for outreach purposes and avenues on how to expand

this are currently being pursued. Open Data initiatives from the ATLAS Collaboration currently

have a primarily educational focus [79] but future data releases and policy could be designed to

enable scientific research and outputs.

Data produced by the LHC experiments are usually categorised in four different levels [80],

ranging from open access publication of the results to allowing the full reconstruction of raw-level

data, providing the software to reconstruct and analyse them. Over the course of the last few years,

the CMS Collaboration has even made this last level available. The data have been used extensively

for outreach and education, and the list of actual physics publications is constantly growing, see
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e.g. Refs. [81–86]. Currently, 100% of the 2010 and 50% of the 2011, and 2012 collision data from

CMS are publicly available.

Analysing the experimental data with a view to providing the necessary information for the

simplified approaches discussed in the sections above is challenging. Extensive documentation is

required to understand the physics objects as well as how to use the software. Therefore, work

is ongoing to provide further analysis examples that demonstrate how one can obtain scientific

results. Furthermore, a simplified data format is under development that will allow analysis without

experiment-specific software. We strongly recommend theorists and other interested parties to make

use of the Open Data available, and to ask for help and clarification if needed.

Additional challenges are posed by the computational environment and the overall computa-

tional effort required to process the data. In general, the operating systems and architectures used

in past data-taking will no longer be available and maintained at the time of reinterpretation.

Therefore, virtual machines and software containers have been made available that can be run on

modern computing platforms. These also allow the execution of analysis jobs on high performance

computing platforms that can be leveraged on demand by renting them from a cloud provider.

Open Data initiatives from the ATLAS Collaboration are currently directed to educational and

public engagement use. The available datasets correspond to 10 fb−1 of newly-released 13 TeV

data [87] (in ROOT format) containing events with either one or more leptons, hadronic jets,

hadronic taus, or high-energy photons, and also 2 fb−1 (XML format) and 1 fb−1 (ROOT format)

of 8 TeV data for events with at least one electron or muon. Also released are associated MC

simulations of SM processes and some BSM signatures. These data sets are designed to be used

without the need for specialised software and provide a compelling model for the future use of

ATLAS Open Data for scientific purposes.

Future releases of 13 TeV data sets from ATLAS would provide an excellent opportunity for

ATLAS to expand the information content in released data sets to enable scientific studies by the

wider community. We recommend that ATLAS consider the development of a policy for release

of data sets after an appropriate time delay (of a few years). Such data (and associated MC

simulations) should include the full range of trigger and final state particle signatures available,

building on the initiative of recent 13 TeV data releases. To maximise the scientific use of the data

we recommend these open data sets include not only four-vector information on final state particles

and associated detector-level quantities (isolation, flavour-tagging information, quality criteria) but

also incorporate systematic variations associated with measurement uncertainties.

As demonstrated in Ref. [83], which uses CMS Open Data, open collider data has the potential
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to assist the BSM search programme at the LHC. First, Open Data can be used to study ques-

tions that are outside the mainstream search programme, and thus explore new territory. Second,

when important backgrounds are challenging for theorists to simulate reliably, Open Data can pro-

vide those backgrounds directly, making phenomenological studies or prototype analyses far more

accurate. Although searches using current Open Data releases are unlikely to uncover BSM phe-

nomena on their own, they can help demonstrate the value of certain search strategies and justify

the application of those strategies by the experimental collaborations on much larger data sets.

III. COMPARISON OF REINTERPRETATION METHODS

The reinterpretation of experimental results can generically be done in two ways: by applying

appropriate simplified model results to more complete models, or by reproducing the experimental

analysis in a MC simulation (aspects that concern specifically flavour physics will be discussed

later).

The simplified-model approach assumes that the signal selection is sufficiently inclusive so that

possible differences in kinematic distributions (between the original simplified model and the new

model or scenario) do not significantly impact the acceptances. All one then needs to compute is

signal weights in terms of cross-sections × branching ratios (× efficiencies). There is one current

public tool, SModelS [33, 35, 36], which applies this approach generically to BSM models. Clearly,

this is easier and much faster than event simulation and additionally it allows for reinterpreting

searches which are not cut and count, e.g. analyses which rely on BDT (boosted decision tree)

variables. The downside is that the applicability is limited by the simplified-model results available.

Moreover, whenever the tested signal splits up into many different channels, as typically the case

in complex models with several new particles, the derived limits tend to be highly conservative and

often far too weak [88, 89]. Tools which evaluate cross-section × branching ratio limits for specific

models/signatures, such as HiggsBounds [90, 91] for additional Higgs bosons, ZPEED [92] for Z ′

resonances, and DarkCast [93] for dark photons, also fall into this class.5

Reinterpretation by means of MC simulation is more generally applicable and more precise

but also more difficult and much more time consuming. There are a number of public software

frameworks with this aim, each coming with their own set of implemented analyses: CheckMATE

[95, 96], MadAnalysis 5 [18, 19, 97, 98], GAMBIT’s ColliderBit [12, 99–101] and Rivet [48, 49] (and

5 Two more such codes, fastlim [32] for the Minimal Supersymmetric Standard Model (MSSM) and XQCAT [94] for

heavy quarks, exist but have not been updated since (early) Run 1.
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hence Contur [61], which interprets Rivet analysis outputs). There are also two interpreters of the

recently developed domain-specific Analysis Description Language (ADL) [51, 52]: adl2tnm [20] and

CutLang [53, 54]. For LLP searches, there is no standard framework yet, but a number of recast

codes have been made available via the “LLP Recasting Repository”.6 A noteworthy aspect is that,

in a simulation, searches and measurements can in principle be treated on the same footing; indeed

MadAnalysis 5 and in particular Rivet include both types of analyses.

Regarding searches, in all the above tools it is so far always assumed that no new backgrounds

need to be considered and the hypothesised signal does not affect control regions. One can then

simply determine the event counts in the signal regions and compare them to the 95% CL observed

limits, or take the numbers of observed events and expected backgrounds to compute a likelihood.

One major difference lies however in the emulation of detector effects, which is necessary as searches

are typically not unfolded. Tables I and II summarise the available frameworks for reinterpretation

and compare the strategies used by each of them. Further details of each tool can be found in

the following subsections. Direct comparisons of the performances have been started [20, 52] but

without definite conclusions so far.

Machine learning can also help in the process of generalising likelihoods or exclusion boundaries.

Model exclusion boundaries or likelihood (ratios) can be learned, explored and provided for further

use using ML models, see e.g. [102, 103]. The models are made by learning numbers based on

experimental measurements (e.g. likelihoods, posteriors, confidence levels for exclusion) from train-

ing data given the parameters of the physical model and experimental nuisance parameters [31].

Such training data can come from experiments or the recasting tools discussed below. This topic

is discussed in some detail in the ML contributions in [52].

A. Public tools for interpretation of BSM searches

In GAMBIT [99, 100] the reinterpretation of collider results is handled by the ColliderBit mod-

ule [101]. This currently allows for the fast simulation of LHC events using a parallelised version

of Pythia 8 [105, 106]. A large range of BSM searches from ATLAS and CMS are implemented

(26 from Run 2, 12 from Run 1), with a focus on searches for supersymmetry. Emphasising the

combination of full event generation and speed, ColliderBit uses a smearing approach to detector

6 Long-lived particle searches rely on non-standard, detector-dependent definitions of reconstructed objects. As a

result, publicly available fast detector simulation codes like Delphes currently cannot be used without significant

modifications to define the new objects.

https://gambit.hepforge.org/
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Package Refs. Experimental inputs Event

input

Detector

simulation

Inference/Output

GAMBIT

(ColliderBit)

12,

99–

101

Cut-flows, analysis logic,

object-level efficiency

functions, observed event

numbers in signal regions,

background covariance

matrices

particle BuckFast

(smearing &

efficiencies)

Detector-level

distributions, signal

region efficiencies,

simplified likelihood for

calculating exclusion

limits/contours

CheckMATE 95,

96

Cut-flows, analysis logic,

object-level efficiency

functions, observed event

numbers in signal regions

particle,

parton

Delphes Detector-level

distributions, signal

region efficiencies, ratio of

predicted to excluded

cross-section

MadAnalysis 5 17–

19,

97,

98

Cut-flows, analysis logic,

object-level efficiency

functions, observed event

numbers in signal regions,

background covariance

matrices, JSON likelihoods

particle Delphes;

customisable

smearing

Detector-level

distributions, signal

region efficiencies,

1− CLs values

Rivet 48,

49

Cut-flows, analysis logic,

detector smearing &

efficiency functions

particle Customisable

smearing

Truth/detector-level

distributions

Contur 61 Unfolded (particle-level)

differential cross-sections via

Rivet

particle N/A Exclusion contours in

BSM model space

ADL interpre-

ters: adl2tnm,

CutLang

20,

53,

54

analysis logic, external

functions of complex

variables, object or event

level efficiencies

particle External

(Delphes, CMS

and ATLAS

simulations)

cutflows, event-by-event

weights per region,

histograms

Recast 8 Experiment-specific formats parton Experiment-

owned (fast)

simulation

p-values, upper limits,

likelihood values

Table I. Summary of public frameworks for the reinterpretation of searches and measurements. The columns

summarise the major inputs from the experiments used for the reinterpretation, how detector effects are

modelled (if necessary) and the principle outputs in terms of performing statistical inference. Particle-level

inputs specifically refer to files in HepMC format, whereas parton-level inputs specifically refer to LHE files

(except in the case of Recast, which can also accept other internal ATLAS parton-level formats).

https://gambit.hepforge.org/
https://checkmate.hepforge.org/
http://madanalysis.irmp.ucl.ac.be/
https://rivet.hepforge.org/
https://hepcedar.gitlab.io/contur-webpage/
https://github.com/hbprosper/adl2tnm
https://github.com/unelg/CutLang
https://iris-hep.org/projects/recast.html
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Package Refs. Experimental inputs Model input Inference/Output

SModelS 33,

35,

36

Simplified-model

cross-section upper limits

and efficiency maps from

SUSY searches, background

covariance matrices

SLHA or LHE (any

BSM model with

Z2-like symmetry)

Ratio of predicted to

excluded cross-section,

exclusion CL (if efficiency

maps are available)

HiggsBounds 90,

91

Model independent (exp. and

obs.) 95% CL upper limits

and exclusion likelihoods

from BSM Higgs searches

masses, widths,

cross-sections and

BRs (or effective

couplings) of all

Higgs bosons

Ratio of predicted to

excluded cross-section,

allowed/excluded at 95%

CL, χ2 for specific

searches

ZPEED 92 Observed event numbers in

signal regions, background

predictions, detector

resolution and efficiencies

Model parameters Likelihood values

DarkCast 93 Simplified-model production

mechanism, cross-section

upper limits or ratio map of

observed to expected

cross-sections for dark

photon searches

couplings of new

gauge bosons to the

SM fermions

95% CL exclusion limits

on couplings

DarkEFT 104 95% CL exclusion limits on

dark sector searches and rare

meson decay BRs

effective couplings

for 4-fermion oper-

ators

95% CL exclusion limits

on the effective coupling

Table II. Summary of public frameworks for the reinterpretation of searches and measurements (continued).

The columns summarise the major inputs from the experiments used for the reinterpretation, the model

inputs, and the principle outputs in terms of performing statistical inference.

simulation, through its BuckFast routines, and takes published efficiency functions from the indi-

vidual experiments. Cross-sections are currently taken from Pythia; future versions will support

cross-sections from other external tools. In order to supplement the existing BSM processes in

Pythia, ColliderBit can make use of the interface between Pythia and MadGraph5_aMC@NLO [107],

allowing the generation of matrix element code. A standalone tool built on ColliderBit (known as

ColliderBit Solo; CBS) is also able to apply ColliderBit detector simulations and analyses to events

https://smodels.github.io/
https://higgsbounds.hepforge.org/
https://github.com/kahlhoefer/ZPEED
https://gitlab.com/philten/darkcast
https://github.com/Luc-Darme/DarkEFT
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provided in HepMC format by other MC generators.

The Rivet toolkit [48, 49] is established at the LHC as an analysis tool and receptacle for preser-

vation of measurement-analysis logic. Since version 2.5.0 in 2016, it has also provided a sophis-

ticated detector efficiency and kinematic smearing system for reconstruction-level BSM searches,

built on top of the existing particle-level observable calculators for construction of particles, jets,

and missing momentum. This design was developed based on experience with GAMBIT’s ColliderBit

and Delphes, and allows every analysis to bundle smearing and efficiency functions specific to its

phase-space in the analysis code, if generic functions based on experiment performance notes are

insufficient. Around 30 BSM analyses are currently bundled with Rivet. As of version 3.0.0, Rivet

also transparently propagates MC systematic uncertainties via event weights. Rivet is not a com-

prehensive reinterpretation system: it does not itself provide machinery for scanning of parameter

spaces or computation of likelihoods. Work is currently ongoing to interface Rivet to GAMBIT as a

new supplier of inputs for computing collider likelihoods.

CheckMATE [95, 96] is a tool that uses detector simulation output from Delphes [15] to implement

cut-and-count searches for collider experiments. Currently, its codebase of validated ATLAS and

CMS search analyses includes 2 analyses at 7 TeV, 34 at 8 TeV and 21 at 13 TeV (along with 23 more

that are publicly available but only partially validated due to lack of publicly available validation

information). Since the release of CheckMATE 2, users can now generate events on-the-fly using

Pythia 8 or MadGraph5_aMC@NLO by providing standard parameter and run cards for these codes.

Adding a new analysis is streamlined by CheckMATE’s AnalysisManager [108] which sets up the

database of observed and expected number of events in each signal region, the relevant Delphes card

and a library of standardised definitions of reconstructed objects used by ATLAS or CMS that will

be needed. With the next upcoming release, CheckMATE 2 will include three LLP searches, viz. the

CMS displaced leptons, ATLAS disappearing track, and the ATLAS displaced vertex search, using

generator-level efficiencies provided by the respective analyses.

The MadAnalysis 5 package [97, 98] is a general framework for new physics phenomenology aiming

to ease the design and the implementation of collider analyses. Relying on Delphes for simulating the

response of the ATLAS and CMS detectors, MadAnalysis 5 can be used to automatically recast the

results of various ATLAS and CMS analyses (currently 18 Run 1 and 16 Run 2 analyses, including

one LLP search). All analyses are available in a Public Analysis Database (PAD) [18, 19], which

can be automatically installed locally; details on the implementations are provided in dedicated val-

idation notes. MadAnalysis 5 can moreover be fully integrated in the MadGraph5_aMC@NLO/Pythia

framework, achieving thus a high level of automation from hard-scattering event generation to the

https://rivet.hepforge.org/
https://checkmate.hepforge.org/
http://madanalysis.irmp.ucl.ac.be/
https://madanalysis.irmp.ucl.ac.be/wiki/PublicAnalysisDatabase
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recasting of the detector-level corresponding sample. In its v1.8 release, MadAnalysis 5 also allows

one to use efficiency and smearing functions to parameterise the detector effects [17], similarly to

what is done in Rivet and ColliderBit. The usage [52] of covariance matrices and/or full likelihood

information is planned for v1.9.

adl2tnm [20] and CutLang [53, 54] parse and run analysis logic written in the form of the recently

developed domain-specific ADL [51, 52]. In the plain-text ADL files, object, variable and event

selection definitions are separated into blocks that follow a keyword-value structure, where keywords

specify analysis concepts and operations. The syntax includes mathematical and logical operations,

comparison and optimisation operators, reducers, four-vector algebra and common HEP-specific

functions (e.g. ∆φ, ∆R). ADL files can refer to self-contained functions encapsulating variables

with complex algorithms (e.g. MT2, aplanarity) or non-analytic variables (e.g. efficiency tables,

machine learning discriminators). The Python program adl2tnm writes C++ analysis code from

ADL files. CutLang is a runtime ADL interpreter, able to operate directly on events without

compilation. Both packages can run on a variety of event formats. A repository of LHC analyses

implemented in the ADL format is available in [109]. A parser from ADL to Rivet is also being

developed [20].

The LLP Recasting Repository is a repository on GitHub holding various (typically Pythia-

based) example codes for recasting LLP searches. The repository folder structure is organised

according to the type of LLP signature and the corresponding analysis and authors. A README

file can be found inside each folder with the required dependencies and basic instructions on how

to run the recasting codes. Ideally, a note on the recasting procedure and some validation figures

are also provided. The repository is open for everybody, and new code submissions are highly

encouraged.

The approach taken by SModelS [33, 35, 36] does not employ MC event generation.7 Instead, a

given BSM model is decomposed into simplified model spectrum (SMS) components, whose weights

(σ × BRs) are then matched against a database of LHC results. The benefit of this approach lies

in its speed; it takes only a few seconds to confront a given theory with the entire database of

results. Another advantage is that prompt and long-lived searches can be treated in essentially

the same way [36]. These advantages come at the price of being conservative: because only a

part of all occurring signatures is constrained by corresponding SMS results in the database, the

resulting limits will always be less constraining than the ones obtained from fully recasting a given

analysis. The current version, v1.2.2, ships with a database of results from more than 60 ATLAS

7 The code can, however, take parton-level LHE events as input apart from SLHA files.

https://github.com/hbprosper/adl2tnm
https://github.com/unelg/CutLang
https://github.com/llprecasting/recastingCodes
https://smodels.github.io/
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and CMS analyses (from both, Run 1 and Run 2), including several results for LLPs. An improved

treatment of LLP signatures is currently in preparation. Presently, SModelS can only constrain

simplified model topologies having a two-branch structure, i.e. topologies originating from the pair

production of BSM particles followed by their cascade decay. Resonance searches, for instance,

are not included in the current version. However, the procedure can be generalised to arbitrary

topologies, which will be part of future developments.

The limits from BSM Higgs searches are encoded in a relatively model independent way in

the code HiggsBounds [90, 91]. The data consist of the observed and expected 95% CL exclusion

bounds, as well as the observed and expected likelihoods for some channels (whenever available).

The user provides the mass, width, cross-sections and branching ratios for each Higgs boson in

the model under investigation. Alternatively, effective couplings can be provided. For each Higgs

boson HiggsBounds determines the most sensitive channel from the expected exclusion bounds; only

this channel is then tested against the observed limit. If any of the Higgs bosons is excluded, the

parameter point is considered excluded. The χ2 value for a parameter point can also be evaluated

based on all channels where likelihood information is available.

Regarding spin-1 resonance searches, the recently released code ZPEED [92] provides fast likeli-

hoods and exclusion bounds from dilepton resonance searches for general Z ′ models. This is achieved

by combining analytical expressions for leading-order differential cross-sections with tabulated func-

tions that account for PDF effects, phase space cuts, detector efficiencies, energy resolution and

higher-order corrections. The same approach is taken for the Drell-Yan SM background in order to

properly account for interference between signal and background. Published background estimates

and observed events are then used to construct likelihood functions. It is straightforward to include

correlations and/or systematic background uncertainties when available.

DarkCast [93] is a public code for recasting dark photon search results; current bounds and

future projections can be reinterpreted for arbitrary models with a new massive gauge field defined

by its vector couplings to the SM fermions. Moreover, DarkCast provides a data-driven method

for determining the hadronic decay rates for these new vector bosons at the GeV scale. The

code is based on rescaling ratios of the production and decay rates, while also accounting for

detector efficiencies due to the lifetime of the vector boson. It includes a comprehensive set of

data from ATLAS, CMS and LHCb dark photon searches and a number of low energy (e.g. BaBar,

Belle II) and beam-dump (e.g. NA62 and NA64) experiments. The LHC searches include dark

photon resonance searches via data scouting methods [110–112] with future projections [113, 114],

and Higgs-produced dark photon decays into prompt [115–117] and displaced [118] lepton-jet final

https://higgsbounds.hepforge.org/
https://github.com/kahlhoefer/ZPEED
https://gitlab.com/philten/darkcast
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states, as well as lepton-jet projections for the HL-LHC [119, 120].

Along similar lines, the DarkEFT package can be used to place limits on light dark sectors

interacting with the SM through a heavier off-shell mediator in an effective “fermion portal” ap-

proach [104]. In addition to limits from LEP and most relevant intensity frontier experiments,

the code includes the ATLAS 36 fb−1 mono-jets limits [121] following the approach from [122].

Moreover, it allows one to evaluate prospects for FASER [123] and the potential reach of MATH-

USLA [124].

B. Interpretation of measurements

Measurements of the type discussed in Section II B can be and have been used to constrain

BSM physics implemented both in EFT Lagrangians and in explicit simplified (or in some cases

complete) BSM scenarios, and to reinterpret results in light of new SM predictions, without the

need for approximate detector simulations. In the EFT case, the new physics appears in the form

of anomalous effective couplings, which typically add or interfere with the SM at amplitude level,

modifying measured distributions. This assumes that the new degrees of freedom of the model have

masses above the maximum energy accessible at the LHC. In the case of simplified or complete

scenarios, the new degrees of freedom may be accessible at LHC energies, and resonant bumps

or other striking final state features may appear. However, in this case, interference effects are

typically not considered although they may be important in some cases [92].

Measurements with a primarily SM focus such as the measurement of di- or tri-boson production

rates [125–127] provide interpretations in terms of EFTs together with sufficient information to

enable reinterpretation [128–130] outside of the experiments themselves. Simplified template cross-

sections have proven useful for global SM EFT analyses [131] but care must be taken to assess

potential biases caused by the use of a methodology reliant on Standard Model template fits to data

to quantify high-energy modifications of observables from anomalous EFT couplings. Recent studies

on Higgs boson data [132] have attempted to mitigate some of these model dependencies.8 Published

measurements [133, 134] of Higgs boson production rates that are more model-independent have

been combined and reinterpreted by the wider community without the need for specialised software

to constrain CP-violating effects in Higgs couplings [135]. Such results illustrate the additional

insights that are possible to achieve through interpretations of measurements, and what is not

8 See Section IIB 7 for suggestions for further improvements in the presentation of the STXS results, which would

allow for phenomenological analyses to study the remaining dependence on changes in the kinematic acceptance

of the signal.

https://github.com/Luc-Darme/DarkEFT
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possible due to the lack of currently available public information. Beyond EFTs, studies [136] have

demonstrated how differential cross-section measurements can be used to search for dijet resonances

with competitive performance to dedicated resonance searches.

While the above measurements have a direct SM motivation, a recent proof-of-principle publica-

tion [137] has demonstrated an alternative approach where measurements are designed with BSM

interpretations in mind. Observables sensitive to the presence of DM (or other invisible phenom-

ena) are measured and data and auxiliary material and code are made public through HEPData

and Rivet to enable reinterpretation of data by the wider community. Competitive constraints on

various EFT, simplified, and complete DM models are documented in the publication using only

publicly-available data/code to illustrate the power of interpretation of measurements compared to

dedicated searches. These measurements are designed with interpretation in mind, by explicitly

testing the model-independence of the methodology used to derive the results, and any limitations

on use are discussed in the publication. Crucially, statistical and systematic correlation information

between kinematic regions and different observables are published alongside the primary data, that

can be exploited to enhance sensitivity over standard searches.

Measurements for which Rivet routines are provided can also be used by the Contur [61] package to

derive exclusions for BSM models and parameters that would have led to a significant population of

events within the fiducial phase space of the measurement. As the measurements currently included

in Contur have all been shown to be consistent with the SM, by default Contur makes the assumption

that the data are equal to the SM prediction, and uses the data uncertainties to evaluate the

significance of any hypothetical deviation caused by the BSM model under consideration. Statistical

correlations are avoided by dividing the measurements into orthogonal datasets (by running period

and final state) and only taking the most sensitive bin within each such dataset. This also has the

effect of avoiding the overestimation of the significance that would come from treating bins with

highly correlated systematics as independent deviations. Currently Herwig [138] is used to generate

all final states implied by a BSM model, with the model passed to Herwig via a UFO [139] directory.

Several studies using Contur have been published, including one instigated during the recent 5th

workshop of the LHC Re-Interpretation Forum [140]. These studies generally demonstrate the

utility of the approach for rapid checking of the viability of a new model; see also e.g. Ref. [141].

They allow consideration of multiple final states simultaneously, which facilitates interpolation

between different benchmark points with rather different phenomenology (see for example [142]).

Where the datasets used by searches and the measurements in Contur are the same, the sensitivity

is generally very similar; see e.g. the DM limits discussed in Ref. [143]. More recent developments
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of Contur include the correct use of correlated uncertainties when available in HEPData, the ability

to use search routines from Rivet as well as measurements, the ability to use SM theory predictions

as the background, instead of assuming that the data are identically equal to the SM, and tools for

identification of the most sensitive contributing analyses through the parameter space [144].

On the flavour side, two different approaches are generally used. The first approach is model-

independent, in which a set of Wilson coefficients is assumed and the coefficients are considered as

independent parameters and fitted to the data. The second approach is model-specific, in which

the observables are directly computed within a BSM scenario and constraints on the BSM param-

eters are obtained using the data. In the second approach it is possible to combine the results

also with constraints from other sectors (collider and/or dark matter). In both approaches, correla-

tions between experimental measurements are important, together with the theoretical correlations.

Likelihoods for recasting based on flavour measurements in the model-independent approach are

available in the FlavBit [145], flavio [146] and HEPFit [147] packages. FlavBit is the only package for

both computing Wilson coefficients and carrying out a global fit. It is designed in the context of

the GAMBIT framework, but can also be used in standalone form. The theoretical calculations of

the Wilson coefficients and the relevant flavour physics observables in various models are done with

SuperIso [148–150], and the combined likelihoods for arbitrary combinations of the observables can

then be obtained; in the latest version [151] this is via an interface to HEPLike [26].

IV. GLOBAL FITS TO LHC DATA

Global fits are employed for various reasons. Sometimes, for example, a BSM model would

not provide a statistically unambiguous experimental signal in a single channel, but only become

evident by considering the totality of evidence in a coherent fashion. Also where there is an obvious

signal in a single channel—and even more importantly in the case of actual evidence for a new

signal— one would immediately wish to know how limits from other searches and measurements

break the degeneracy of the family of models compatible with the positive result. It is clear that

such combinations of experimental results provide a more complete picture than individual ones in

isolation.

The tension (or agreement) with fruitless searches is then also taken into account. A secondary

goal may be to identify targets for future searches of “most likely parameter regions”, where the

most sensitive signals can be identified. A number of global fits to LHC data have been performed

in the context of BSM models in recent years, typically using public reinterpretation packages.
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Global fits are performed in the context of a full model rather than that of a simplified model, since

it is in full models where correlations between different data (including search and indirect data

such as electroweak fits) are present and relevant. The problem of translating global fits in one full

model into fits in another full model is dealt with by public global fitting packages such as GAMBIT

[99, 100], MasterCode [152–154] and HEPFit [147].

Both high-scale [155] and low-scale parameterisations [12, 156] of the MSSM have been studied

using the ColliderBit machinery within GAMBIT. The most recent of these [12] reinterprets 12

different ATLAS and CMS simplified model searches for electroweak production of sparticles based

on 36 fb−1 of 13TeV data, in terms of (essentially) an MSSM electroweakino EFT, finding a > 3σ

(local) preference for light charginos and neutralinos.

Similar avatars of the MSSM have been investigated by the MasterCode collaboration [152, 153],

along with DM simplified models [154]. These studies reinterpret a variety of ATLAS and CMS

searches for supersymmetric particles and DM, heavy Higgs bosons, and new dijet resonances.

Likelihood functions for SUSY searches are modelled as in the fastlim code, which takes a similar

approach as SModelS.

Effective field theories as previously described can be an efficient way to describe physics and

parameterise global fits to data, despite the fact that they may have limitations in their applicability.

In the EFT picture, the low-energy effects of heavier new physics are captured from a bottom-up

perspective, through a systematic organisation of departures from the SM as an expansion in

the inverse of the new physics scale. These effects are described in terms of higher-dimensional

operators, whose running to the high scale and matching to any UV-complete theory allows for the

reinterpretation of any possible departure from the SM in the framework of several explicit BSM

models at once.

Given the SM field content and gauge interactions, the leading effects are assumed to arise

from dimension-six operators in the SM fields that are supplemented to the SM Lagrangian [157–

159], which defines the so-called SMEFT framework. These parametrise fits to current electroweak

and Higgs data, which facilitate the extraction of Higgs couplings (see e.g. the Run 2 analyses of

ref. [78, 131, 160–163]), and provides a framework to parameterise the searches for new physics that

is testable from the expected correlations between the expected signatures. The SMEFT framework

can be used to interpret data beyond Higgs and electroweak physics. For example, possible new

phenomena in the top quark sector can be included in the SMEFT scenario, see e.g. Refs. [162, 164].

Moreover, after being evolved to the scale of the b-quark mass, the same SMEFT framework allows

for the analysis of the recent data based on B-meson decays that are in tension with the SM
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predictions. In particular, combined data on rare decays involving the SM particles b̄sµ̄µ + H.c.

and decays involving b̄cτ̄ν + H.c. are currently at (or are at more than) a 3σ level of tension.

Contributions from new physics to flavour-violating operators involving these external particles

thus appear to be favoured by global fits to the flavour data. These have been parameterised

by particular 4-fermion dimension-6 operators (see e.g. Refs. [165–169] for a few recent results).

Simplified models, see e.g. Ref. [170], may then be invoked to postdict the particular values of the

BSM EFT operators implied by the global fits. (A vast literature exists using both simplified and

non-simplified models.) Once these models have been matched to the EFT operators implied by

data, one has a parameterisation of the regions of model parameter space that provide a good global

fit. These regions can then be examined for direct search constraints (in the examples mentioned

above, Z ′ bosons with family dependent couplings were invoked to explain the b̄sµ̄µ data; LHC

searches for pp → Z ′ → µ+µ− [10] then constrain the models). As usual, the prompt publication

of direct search data in HEPData facilitated its accurate re-use.

V. SUMMARY

Since the time of the previous recommendation document [1], the increase in information pro-

vided for both searches and measurements has significantly improved the accuracy with which

LHC experimental results can be reinterpreted. The wide availability of this information has ener-

gised interactions between experiment and theory, leading to the creation of a number of dedicated

and sophisticated reinterpretation frameworks. These have led in turn to a proliferation of phe-

nomenological studies based on the reinterpretation of specific searches and measurements, as well

as detailed global fits to reinterpreted data from multiple channels.

The emphasis has now moved from advocating the provision of reinterpretable data by exper-

iments a priori, to ensuring their ubiquity, comprehensiveness, and presentational uniformity, in

order to take re-use to the next level. From the experimental collaboration and individual exper-

imenter point of view, re-use means a longer legacy for analyses, as well as compliance with ever

stricter requirements of data-publication and reusability for publicly funded research. In Section II

of this document, we discussed a list of specific recommendations for particular data types.

Provision of auxiliary data is often patchy even when the experiment has a standard. We

therefore suggest more generally that the experiments consider more formal enforcement as a pre-

publication step; this information is as scientifically important as the more recognised document

published in a journal. If made mandatory, experience shows that effort will be found (as it is for
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many more challenging tasks during analysis and publication approval). To ensure the preservation

at long term, beyond the lifetime of the experiment, we recommend that all material be provided

on a site dedicated to data preservation, i.e. HEPData or Zenodo, in addition to experiments’ own

analysis-resource web pages. These public platforms are closely connected to the efforts of Inspire,

which has pioneered the collection and preservation of metadata. Their work made it possible to

publish data files, analysis codes and other auxiliary material and data in a searchable, properly

versioned and separately citable form—we are grateful to and fully supportive of these important

efforts.

Our conclusions are summarised as follows:

1. It is crucial that numerical analysis data to enable re-use, both in searches and in measure-

ments, be made promptly available in digitised electronic form, preferably via the established

and stable HEPData and Zenodo systems. As analysis person-power often disappears rapidly

after publication, we strongly recommend that experimental collaborations make provision

of data to enable re-use a mandatory step before journal publication. To minimise disruption

of the scientific conversation, such a requirement cannot be imposed strictly on conference

notes, but we argue that the “damage” of making preliminary data available (with a clear

“health warning”) falls primarily on the users, and that a potentially greater risk is associated

to figure digitisation in the absence of official numbers.

2. In Run 2 and beyond it is essential, both for reasons of precision and of stability of global

fits, that correlation information also be provided in a readily re-usable format: pros and

cons of possible compact representations are discussed in Section II and Appendix A of this

document. Moreover, going beyond the provision of simplified correlation information, we

strongly encourage the publication of full likelihoods.

3. Additional digitised information is also needed for accurate reproduction, validation, and

extension of phenomenological studies in experimental analysis papers: in particular, exact

BSM model files, MC generator steering files, cut-flow tables, SM-background estimates, and

numerical limit/efficiency parameter map data. We encourage publication of MC datasets, at

least at parton level, but ideally identical to those used in the experiment, to aid validation.

Any modifications made to original BSM models, such as event clipping or other unitarisation

procedures, should be documented.

4. We note with gratitude the initiatives taken toward publication of full likelihood, Open

http://www.inspirehep.net


45

Data, Rivet routine publication, and other comprehensive analysis preservation strategies.

Building on this, we encourage full coverage of relevant experimental measurement analyses

by promptly published Rivet analysis routines, full publication of search analysis routines and

framework code, and public sharing of MC samples where possible. Formal incorporation of

these initiatives into publication processes may be essential to attain the necessary level of

coverage.

5. More complete publication of full-detail experimental data, in the forms of Open Data and

forensic analysis code preservation via container images, is also very welcome. We encourage

universal uptake of these approaches across the LHC experiments, with agreement on common

embargo periods before public release – noting the precedents for early full-release of data

established by the astrophysics community and particularly LIGO [171]. The nature of these

“heavy” formats for data release means that a mixed strategy of more lightweight approaches

based on fast-simulation and similar are an essential complement to enable effective re-use

of analysis results beyond the experimental collaborations.

6. In measurements, subtraction of irreducible backgrounds can be problematic for interpreta-

tions beyond the SM. Moreover, the presentation of cross-sections (or limits thereon) relative

to the cross-section predictions of a model, a.k.a. signal strengths, complicates reinterpre-

tations in different models. Complications also arise when results have to be re-evaluated

because more precise theoretical predictions become available. We, therefore, recommend

that in addition to process-specific subtractions and model-specific interpretations (includ-

ing SM, cf. STXS), cross-sections be published at a purely fiducial final-state level: that is,

best estimates of true observable event rates obtained from experimental observations.

7. New techniques such as use of unbinned fits and machine-learning algorithms are entering

BSM searches and to a lesser extent measurements. These pose new challenges for reinter-

pretation and re-use of analysis data, and community-wide dialogue is needed to ensure that

such approaches remain consistent with goals of long-term analysis re-use and impact.

8. For many models interference effects between signals of BSM physics and SM background

can be important, in particular in the context of searches for broad resonances. It will be

crucial for the reinterpretation of experimental results to develop new methods to treat these

model-dependent effects in a general way.
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9. Theorists should let the experimental collaborations know about the use of analyses in rein-

terpretations, as this can be important feedback. We also stress here the importance of

labelling correctly the use of preliminary results, although it is always recommended to use

published results.

10. Last but not least, we strongly encourage theorists to follow the same reproducibility require-

ments as we ask them from the experiments. Concretely, we recommend that codes developed

for reinterpretation be made public, e.g. on GitHub or by integration in an existing public

framework, and that analysis inputs and results be made available in digital form; a dedicated

Zenodo community9 exists for this purpose.

Appendix A: Technical recommendations on how to publish correlations

Reporting of correlations is established via HEPData, either as auxiliary data files or (more

helpfully) as directly encoded datasets. As the numerical correlation format choice is currently a

free choice for each analysis, this is an area where more standardisation would greatly assist re-use.

We encourage use of the “orthogonal error sources decomposition” format,10 directly attached to

the signal-region bins in yield tables, rather than separate matrix tables. The motivations for this

recommendation are:

– they are more easily (programmatically) identified with primary data, as they are part of the

same dataset;

– matrix tables need a mechanism to indicate whether they represent absolute covariance or

relative correlation values; and

– error sources enable the encoding of error asymmetries, which are lost in the implicitly sym-

metric Gaussian construction of a covariance.

We further recommend providing correlation information in the form of orthogonal error sources

and developing the ability of HEPData and downstream tools to render this data into correlation

or covariance figures and tables.

Should a matrix format be necessary, we recommend use of new standard identifiers in the

correlation dataset’s header to identify the primary dataset to which it relates (e.g. primary:tab2),

9 https://zenodo.org/communities/lhc-recasting/
10 Such a decomposition is always possible, including from both effective error-correlation formalisms like Simplified

Likelihood, and from elementary nuisances (which will typically only be orthogonal for pre-fit numbers).

https://zenodo.org/communities/lhc-recasting/
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and to clarify if the numbers are dimensionful covariances (e.g. cov) or unit-normalised correlations

(e.g. corr). As correlations can be computed from covariances alone, but the reverse is not true, we

suggest covariance data as the preferred form if only one is provided.

Currently, correlation matrix data is often provided as auxiliary files in the ROOT format, with

great variation in the internal path structure and the type of the “leaf” data object (sometimes the

graphical object used to make a 2D “heatmap” figure is stored, rather than the raw data required

for likelihood construction). Native HEPData data objects are easier to work with, but should

ROOT files be used we recommend that they be located in the “root directory” of the tree, be

named systematically as either cov or corr (cf. discussion above), and are uniformly the numerical

TH2s rather than graphical objects. We note also the rise in popularity of Python data-science tools

like numpy and pandas within HEP; the same considerations largely apply to data published as

auxiliary files in e.g. the numpy text format, or the HDF5 [172] format.

Whatever format it will be provided in, it is essential that enough precision be used for the

reporting that the associated covariance matrix Σij is invertible. This has often not been the case

with previous reporting via HEPData, creating issues when attempting to e.g. evaluate the corre-

lated χ2 =
∑

ij ∆xiΣ
−1

ij ∆xj statistic. Where distributions have been unit-normalised, a covariance

matrix over all bins is not invertible, and if extended over multiple independently unit-normalised

distributions the procedure to achieve a correct inversion is non-obvious and may require pre-

normalisation application of the correlations. In this situation, the analysis should provide explicit

instructions for how to use the provided correlation data to construct a representative goodness of

fit measure.

Finally we note the existence of the “next-to-simplified likelihood” [13], a simple method to

encode asymmetry information into correlations via publication of only Nbins additional numbers.

This, or public full-likelihood encodings in a standard format, are particularly important for low-

statistics bins at the kinematic limits of the collider: they will hence become increasingly essential

as the high-luminosity LHC runs progress.
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